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ABSTRACT

We present a realization of reversible lapped transforms (RevLTs)
with simplified implementations, which are constructed by DCT and
DST matrices, adders, and bit-shifters, for lossy-to-lossless image
coding in this paper. Each DCT or DST matrix is directly used to
each lifting coefficient block and it is called DCT-lifting structure.
The structure is obtained by considering parallel processing of two
‘same’ type LTs and using DCT-lifting factorizations as our previous
work. Furthermore, the Hadamard transform and scaling parts in the
RevLTs are effectively implemented by extending 2D non-separable
lifting structures derived from lifting-based lapped transform (L-LT)
used for JPEG XR, the newest image coding standard. As a result,
the proposed RevLTs achieve not only simplified implementations
with any block size, but also comparable lossy-to-lossless image
coding performance to the conventional RevLTs.

Index Terms— DCT, DST, lapped transform (LT), lifting struc-
ture, lossy-to-lossless image coding.

1. INTRODUCTION

JPEG and H.26x series are DCT [1]-based image/video compression
(image coding) standards [2–5]. Since type-II DCT (DCT-II) has
high energy compaction capability, it is often applied to the trans-
form part in image coding. Type-III DCT (DCT-III) is the inverse
transform of DCT-II. Such facts have provided many fast implemen-
tations for DCTs [6–9]. However, the DCTs generate an unpleasant
blocking artifact for the reconstructed signals in low-bitrate coding
due to the discontinuity between blocks. M -channel (M = 2k,
k ∈ N) lapped transform (LT) [10] has overcame such a problem.
Let LT in this paper be DCT-based LT well-known as a fast LT.

Several integer-to-integer transforms (integer transforms), mainly
constructed by lifting structures [11], have been researched to
achieve lossy-to-lossless image coding which has the scalability
from lossless to lossy data. A 4 × 8 lifting-based lapped transform
(L-LT) [12] used for JPEG XR [13], the newest image coding stan-
dard, is one of the most popular integer transforms. It has a very
simple 2D non-separable lifting structures with only several adders
and bit-shifters, and achieves low-complexity lossy-to-lossless im-
age coding. Unfortunately, its filter size is too small to perform
sufficient coding. In [14] and [15], we have proposed reversible
LTs (RevLTs) to improve the coding performance with larger filter
size than the 4 × 8 L-LT. The conventional RevLTs were based on
DCT-lifting structures, which are directly applied DCT matrices to
lifting coefficient blocks, i.e., direct-lifting structures of DCTs [16].
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They can also reuse any existing software/hardware for DCTs as the
lifting coefficient blocks. The RevLTs in [14] had very complicated
lifting coefficient blocks in exchange for few lifting steps. Although
the another RevLTs in [15] obtained by considering parallel pro-
cessing of two ‘different’ type LTs have simple lifting coefficients,
they have complicated implementations in exchange for removing
floating-point multipliers.

In this paper, we present a realization of the RevLTs with sim-
plified implementations, which are constructed by DCT and DST
matrices, adders, and bit-shifters, for lossy-to-lossless image coding
than the conventional RevLTs. By considering parallel processing
of two ‘same’ type LTs unlike the RevLTs in [15] and using DCT-
lifting factorizations in [14,17], more parts are implemented by only
simple DCT-lifting coefficients. Furthermore, the Hadamard trans-
form and scaling parts in the RevLTs are effectively implemented
by extending 2D non-separable lifting structures derived from L-LT
in [12]. As a result, the proposed RevLTs achieve not only simplified
implementations with any block size, but also comparable lossy-to-
lossless image coding performance to the conventional RevLTs.

Notations: I, J, diag{· · · }, ·T , and ⊗ are an identity matrix, a
reversal identity matrix, a block diagonal matrix, matrix transposi-
tion, and a Kronecker product, respectively.

2. REVIEW AND DEFINITION

2.1. Lapped Transform (LT)

M -channel LT in this paper is based on polyphase structure from
components with well-known fast-computable algorithms and a scal-
ing coefficient s like L-LT in [12]. One of the most elegant solutions
is shown in Fig. 1 and expressed as [14, 15]

E(z) = P diag{I,SIV CIII}WΛ(z)W diag{CII ,CIV }SWĨ
(1)

where

Λ(z) = diag{I, z−1I}, S = diag{sI, s−1I}

W =
1√
2

[
I I
I −I

]
, Ĩ =

[
0 J
I 0

]
,

z is a delay element, and the (m,n)-element of permutation matrix
P as

[P]m,n =


1 (n ≤ M/2− 1 and m = 2n)

1 (n ≥ M/2 and m = 2n−M + 1)

0 (otherwise)
,
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Fig. 1. Lattice structure of M -channel LT.

respectively. Also, CII , CIII , CIV , and SIV are DCT-II, DCT-III,
type-IV DCT (DCT-IV), and type-IV DST (DST-IV) matrices with
N ×N (N = M/2) size. The (m,n)-elements of CII and CIV are
defined as

[CII ]m,n =

√
2

N
cm cos

(
m (n+ 1/2)π

N

)
[CIV ]m,n =

√
2

N
cos

(
(m+ 1/2) (n+ 1/2)π

N

)

where cm = 1/
√
2 (m = 0) or 1 (m ̸= 0), C−1

IV = CT
IV = CIV ,

and CIII and SIV are established as CIII = C−1
II = CT

II and SIV =
D CIV J = J CIV D ([D]m,n = (−1)m (m = n) or 0 (m ̸= n)),
respectively. The optimal s is experimentally-determined in each
block size M , e.g., s = 0.8981 and 0.9360 in cases of M = 8 and
16, respectively. It is clear that the LTs with the scaling coefficient
s = 1 are lapped orthogonal transforms (LOTs) with type-II lattice
structure in [10].

2.2. DCT-Lifting Structure

The block-lifting structure [18], a special class of standard lifting
structure [11], achieves an effective lossy-to-lossless image coding
by merging many rounding operations. In Fig. 2, the analysis input
signal vectors xi and xj , the analysis output and synthesis input
signal vectors yi and yj , the synthesis output signal vectors zi and
zj , and the lifting coefficient blocks TL and TU are presented by

yj = xj + round{TLxi}
yi = xi + round{TUyj}
zi = yi − round{TUyj} = xi

zj = yj − round{TLyi} = xj .

In this case, the matrices and their inverse matrices are expressed by[
I 0
TL I

]
,

[
I 0
TL I

]−1

=

[
I 0

−TL I

]
[
I TU

0 I

]
,

[
I TU

0 I

]−1

=

[
I −TU

0 I

]
.

When the lifting coefficient block is directly expressed by a DCT or
DST matrix, e.g., TL = CII , the structure is termed DCT-lifting
structure, a special class of direct-lifting structure [16], in this paper.
The structure allows any DCT algorithm and software/hardware in
the block.

Fig. 2. Block-lifting structures (white circles mean rounding opera-
tions).

3. SIMPLIFIED DCT-LIFTING-BASED REVLT

We introduce a realization of RevLTs with simplified implementa-
tions in this section. When an image X is 2D-transformed to Y by
an 1D transform T = TK−1 · · ·T1T0, the 2D-transformed image
Y is expressed by

Y = TK−1 · · ·T1T0XTT
0 T

T
1 · · ·TT

K−1.

It means that X is 2D-transformed by Tk+1 (0 ≤ k ≤ K − 2,
K ∈ N) after 2D transform by Tk. With the fact, the proposed
RevLTs are obtained by each 2D transform of Ĩ, W, S, P, and the
residual part in Eq. (1). The parts Ĩ and P are not discussed any
more because they just only reorder signals.

3.1. 2D Non-Separable Lifting Factorization of Hadamard
Transform Part

The first Hadamard transform part W in Eq. (1) is effectively im-
plemented by extending a 2D non-separable transform in [12]. Con-
sider an image that has been 2D-transformed by W2D , which is the
2D transform of W, as[
YT

LL YT
HL YT

LH YT
HH

]T
= W2D

[
XT

LL XT
HL XT

LH XT
HH

]T
where X××s are the top-left, top-right, bottom-left, and bottom-right
N ×N blocks of an M ×M image, and Y××s are their respective
output blocks. We extend the 4 × 4 2D non-separable transform
in [12] to 2M × 2M 2D non-separable transform as

W2D = W ⊗W =
1

2

I I I I
I −I I −I
I I −I −I
I −I −I I

 ,
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and its lifting structures are expressed by

W2D =I 0 0 0
0 0 I 0
0 I 0 0
0 0 0 I


I 0 0 0
0 I I 0
0 0 I 0
0 0 0 I


I −I 0 −I
0 I 0 0
0 0 I 0
0 0 0 I



×

I 0 0 0
0 I 0 0
0 0 0 −I
0 0 −I 0




I 0 0 0
1
2
I I 0 0
0 0 I 0
0 0 0 I


I 0 0 0
0 I 0 0
0 I I 0
0 I 0 I



×


I 0 0 0

− 1
2
I I 0 0

0 0 I 0
0 0 0 I


I I 0 I
0 I 0 0
0 0 I 0
0 0 0 I


I 0 0 0
0 I −I 0
0 0 I 0
0 0 0 I

 .

The lifting structure has very simple operations with only 5M
adders, M bit-shifters, and permutations. It is easier processing than
the implementation for the Hadamard transform part in [15].

3.2. 2D Non-Separable Lifting Factorization of Scaling Part

In the same way as Section 3.1, S2D , which is the 2D transform of
the scaling part S, is also implemented by using a 2D non-separable
lifting structure as [12][

YT
LL YT

HL YT
LH YT

HH

]T
= S2D

[
XT

LL XT
HL XT

LH XT
HH

]T
where

S2D = S⊗ S = diag{s2I, I, I, s−2I}

=

 0 0 0 I
0 I 0 0
0 0 I 0
−I 0 0 0




I 0 0 0
0 I 0 0
0 0 I 0
s2I 0 0 I



×


I 0 0 −s−2I
0 I 0 0
0 0 I 0
0 0 0 I




I 0 0 0
0 I 0 0
0 0 I 0
s2I 0 0 I

 .

Since s2 and s−2 are floating-point coefficients which cause high
complexity, they are experimentally approximated to dyadic coeffi-
cients as α/2β (α, β ∈ N) to delete multipliers, e.g., diag{s2, s−2} =
diag{413/29, 317/28} and diag{449/29, 292/28} in cases of
M = 8 and 16, respectively.

3.3. Simplified DCT-Lifting Factorizations of Residual Part

Let Γ(z) be

Γ(z) ≜ diag{I,CIII}WΛ(z)W diag{CII , I} (2)

which is a part of the residual part. After WΛ(z)W in Eq. (2) is
factorized into simple lifting structures as

WΛ(z)W =

[
I 0
I I

] [
I − 1

2
I

0 I

]
Λ(z)

[
I 1

2
I

0 I

] [
I 0
−I I

]
by interchanging the scaling coefficients

√
2 and 1/

√
2 between two

Ws, CII in Eq. (2) is moved from the right to the left as

Γ(z) = diag{CII ,CIII}

×
[

I 0
CII I

] [
I − 1

2
CIII

0 I

]
Λ(z)

[
I 1

2
CIII

0 I

] [
I 0

−CII I

]
.

(3)

Fig. 3. 1D separable block-lifting structure of Γ(z) (white circles
mean rounding operations).

The last part diag{CII ,CIII} in Eq. (3) is factorized into cus-
tomized direct-lifting structures as [16]

diag{CII ,CIII} =

[
0 −I
I 0

] [
I 0

−CII I

] [
I CIII

0 I

] [
I 0

−CII I

]
.

(4)

By substituting Eq. (4) into Eq. (3), Γ(z) is simplified as

Γ(z) =

[
0−I
I 0

] [
I 0

−CII I

] [
I 1

2
CIII

0 I

]
Λ(z)

[
I 1

2
CIII

0 I

] [
I 0

−CII I

]
and shown in Fig. 3. Consequently, two redundant lifting-based Ws
required in [15] are grouped into the DCT-lifting structures with 1
bit-shifters. Moreover, the 1D separable block-lifting-based Γ(z) is
2D-implemented by using 2D non-separable block-lifting structures
in [17] for better coding.

Next, we consider the parallel processing of two LTs in Eq. (1)
as with the RevLTs in [15], where the two LTs are completely ‘same’
types unlike those used in [15]. It means that when a row (column)
signal vector xi is processed by one of two LTs, other row (column)
signal vector xj is processed by another one. The DCT-IV and DST-
IV matrices CIV and SIV in Eq. (1) are processed by direct-lifting
structures in each combination of CIV and SIV stepping over the
two LTs. The direct-lifting structures are presented as [14, 15]

diag{CIV ,CIV } =

[
0 I
−I 0

] [
I 0

CIV I

] [
I −CIV

0 I

] [
I 0

CIV I

]
diag{SIV ,SIV } =

[
0 I
−I 0

] [
I 0

SIV I

] [
I −SIV

0 I

] [
I 0

SIV I

]
.

The resulting lattice structure of RevLT is shown in Fig. 4. The
matrices Ĩ, W, S, Γ(z), and P are 2D-implemented as already de-
scribed. Note that the RevLTs in [15] required two ‘different’ type
LTs, whereas the proposed RevLTs require two ‘same’ type LTs.
They produce a simpler implementation than the RevLTs in [15].
Also, they have simpler lifting coefficients than those of the RevLTs
in [14].

4. EXPERIMENTAL RESULTS

The proposed 8 and 16-channel RevLTs were designed and com-
pared with the conventional methods in lossy-to-lossless image cod-
ing simulation by the lossless bitrate (LBR) [bpp] and peak signal-
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Fig. 4. Lattice structure of the proposed RevLT (white circles mean rounding operations).

Table 1. Lossless image coding results (LBR [bpp]).
Test L-LT 8× 16 RevLTs 16× 32 RevLTs

Images [12] [14] [15] Prop. [14] [15] Prop.
Baboon 6.23 6.21 6.21 6.21 6.21 6.22 6.21
Barbara 4.95 4.86 4.90 4.84 4.79 4.82 4.78

Boat 5.21 5.14 5.16 5.13 5.13 5.15 5.12
Elaine 5.26 5.23 5.26 5.23 5.19 5.20 5.18
Finger 5.89 5.82 5.84 5.82 5.73 5.75 5.73
Finger2 5.61 5.53 5.55 5.52 5.49 5.51 5.48
Goldhill 5.10 5.12 5.15 5.11 5.12 5.14 5.11
Grass 6.09 6.07 6.08 6.07 6.07 6.07 6.06
Lena 4.63 4.62 4.66 4.61 4.64 4.66 4.63

Pepper 4.99 4.93 4.96 4.93 4.96 4.98 4.96

Fig. 5. Comparison of a particular area of an image Barbara (bitrate:
0.25[bpp]): (left-right) 4× 8 L-LT, 16× 32 RevLT in [14], 16× 32
RevLT in [15], and 16× 32 proposed RevLT.

to-noise ratio (PSNR) [dB] as follows:

LBR[bpp] =
Total number of bits [bit]

Total number of pixels [pixel]

PSNR[dB] = 10 log10

(
2552

MSE

)
where MSE is the mean squared error. To fairly evaluate the perfor-
mance of transforms, we used several 512× 512 8-bit grayscale test
images and a wavelet-based coder SPIHT [19] to encode the trans-
formed images as discussed in [20].

Table 1, Table 2, and Fig. 5 show lossless and lossy image cod-

Table 2. Lossy image coding results (PSNR[dB]).
Rate L-LT 8× 16 RevLTs 16× 32 RevLTs
[bpp] [12] [14] [15] Prop. [14] [15] Prop.

Barbara
0.25 27.01 28.05 28.03 28.04 28.93 28.91 28.92
0.50 30.85 32.14 32.08 32.12 32.86 32.80 32.86
1.00 36.00 37.04 36.85 37.03 37.40 37.21 37.40

Finger
0.25 22.95 23.73 23.73 23.74 24.02 24.01 24.02
0.50 26.31 26.97 26.93 26.96 27.35 27.34 27.36
1.00 30.12 30.87 30.82 30.88 31.51 31.45 31.52

Goldhill
0.25 29.63 29.70 29.69 29.71 29.71 29.69 29.71
0.50 32.02 32.29 32.22 32.29 32.31 32.25 32.32
1.00 35.17 35.46 35.30 35.48 35.48 35.33 35.48

Lena
0.25 32.76 32.94 32.89 32.91 32.87 32.84 32.85
0.50 35.90 36.20 36.08 36.19 36.06 35.98 36.05
1.00 38.62 38.93 38.55 38.96 38.80 38.54 38.86

Pepper
0.25 32.53 32.42 32.39 32.41 32.16 32.14 32.14
0.50 34.71 34.82 34.72 34.81 34.43 34.35 34.42
1.00 36.39 36.75 36.52 36.80 36.60 36.42 36.67

ing results. Although the RevLTs in [14] show good results by few
lifting steps on the surface, they have very complicated lifting coef-
ficient blocks as already discussed. The proposed RevLTs achieved
not only simplified implementations with any block size, but also
comparable coding performance to the conventional RevLTs.

5. CONCLUSION

We have presented a realization of RevLTs with simplified DCT-
lifting structures in this paper. The RevLTs were achieved by using
two ‘same’ LTs unlike our previous work and extending 2D non-
separable lifting structures derived from L-LT used for JPEG XR.
As a result, they achieved not only simplified implementations with
any block size, but also comparable lossy-to-lossless image coding
performance to the conventional RevLTs.
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