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Abstract. RCAN is a novel multi-ring content addressable overlay syste@®ANRwas
proposed in the aim of improving the routing performance of CAMay® while minimizing
the maintenance overhead during nodes churn in large network&ey idea of RCAN is to
equip each node with a few long-links towards some distant nbdeg:links are clockwise
directed and wrap around to form small rings along eackrdian. The number of rings and
their sizes self-adjust as nodes join and leave the syREWN is a pure P2P design, where
all nodes assume the same responsibility. Unlike some exiB@Ry overlays, RCAN is
self-organizing and does not assume any a-priori fixed lifoitshe network size or the
routing state per node. Each node in RCAN auto-adaptsutsg state to cope with network
changes. Our aims is to propose a new P2P overlay protocosevigal optimized features
simultaneously: small routing path, small routing state, low reaartce cost during nodes
churn, and more routing flexibility and fault-tolerance.

In this report, we will give azoontin description of the design and implementation of a
prototype system of RCAN, and highlight its layered and modutahitactures. A
simulation-based approach was used, in which an initial siimalmodel of RCAN system is
iteratively transformed into a real network-based sysWmwill show our current realization
and discuss some future extensions of our RCAN protocol agsvigtl prototype system. The
goal of our current work is to develop a prototype system of R@wibcol that can be easily
deployed in a real computer network (or even at an Intsgaé in the future). Another
ultimate objective is to propose a general framework that supgexteloper in simulating,
developing, and testing different and heterogeneous P2P protocols.

1. INTRODUCTION

Peer-to-peer (P2P) is a new emerging paradigm for organeigg-scale self-organizing distributed
systems. P2P systems are fundamentally different than traditlewt-server systems, in the sense
that they do not employ any central authority nor assume any globalddyay P2P systems are
dynamic by nature where nodes can join and leave the network ffestiicipating nodes act
simultaneously as clients and servers and exchange informationraingselirectly with each other.
Each node keeps contacts with other nodes in the system.

P2P systems can be classified into two categories: unstructured and strusturstkuctured systems,
nodes are unaware of the resources that their neighboring nuaietain. Lookup is typically
performed by flooding the query message to all participating nodgsGautella). Structured P2P
implement aDistributed Hash Table (DHT) functionality to deterministically map resources into nodes.
Each node maintains information about resources its neighbors providégrbtdcols have become
an important class of P2P systems due to their scalability, rcefficgency and search completeness.
Representative protocols include: CAN [6], Chord [7], etc.
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RCAN P2P overlay

Figure 1. Thedidgributed architecture of RCAN system. Each blue point isa node.
Thered and green linesrepresent long and short links, respectively.

2. MULTI-RING CONTENT ADDRESSABLE NETWORK (RCAN)

RCAN is a novel self-scaling multi-ring content addressablevarét RCAN proposes a new P2P
protocol with a new topological and routing infrastructure. The baslestrate of RCAN is a
conventional CAN overlay, where a node knows only about its immediate neighborhoodtl¢ire
greedy routing using only neighboring nodes is not efficient and is more vuklmeraliietwork
failures [2,3]. The key idea of RCAN is to consider equippincheaode with fewlong-range links
(long links, for short) towards some distant nodes (calistint neighbors). Long links are established
in such a way that the routing path is short while the maémee overhead for building and updating
routing tables when nodes join or leave the system is very lowode selects distant neighbors
situated at distances inverse of powers of 2 on the coordinat Jpecset of long links in each node
is partitioned into small sub-sets, each of which is establisi@eng one dimension. Long links are
clockwise-directed and wrap around the key space.

Unlike some close related P2P topologies, RCAN is a self-selstgm where no upper limits for the
number of links per node or the network size are imposed. Eachnmaid&ins a routing state that
automatically self-scales when the network size changes.

A self-organizing P2P overlay has the ability to spontaneously ddageélf to continuous changes
without the need of an external or central authority. These ebanglude changes in node
membership due to churn, and imbalance in data and routing loattés fretspective, our aim is to
propose a system where each node autonomously adapts its local rotging stgpe with changes in
the network size.

In a dynamic P2P system, nodes join and leave the system frequdmdly,may partially impair the
overlay predefined structure and reduce system performanceefdrieefow-overhead stabilization
process is highly needed to restore the system structure aneépahes system performance at an
acceptable level. Following this idea, we proposed an efficientoagp to maintain the routing
information during nodes churn with low communication overhead. In RCANmast O(logn)
messages are exchanged in order to build the routing tahleefly joining node, O(log) messages
are also needed to update all the invalid entries in the other Q) @fgcted routing tables.

In a self-organizing system, nodes should cooperate to ensure fabdlzadting among them, and
provide more routing flexibility and fault-tolerance. RCAN providesoah cost-free yet efficient
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mechanism to cope with moderate load imbalance. However, dsgate limitation we will not go
further on this aspect.

The set of long links from different nodes yields multiple independiegs along each dimension. The

rings are of small size, and their maintenance is very ddsy.number of rings and theirs sizes
self-adjust as nodes join or leave the network. In a uniformlytipagd key space, a node is member
of only one ring per dimension, i.e. the ring that intersects with its own region.

2.1. System Model

In this section we will describe the Multi-ring Content Addressadétwork, RCAN. Its aim is to

provide a novel approach for establishing long links on top of a CANdlikelay in order to improve

its routing performance and enhance its fault-tolerance cajebilrhile minimizing the maintenance
overhead during nodes churn.
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Figure2. Design principle of RCAN. Figure 3. 2D toroidal model of RCAN

RCAN operates on a virtudidimensional Cartesian key space (Figure 2). The coordinate \spage
around each dimension. A data iteohjéct) is a key , value) pair, wherekey is ad-dimensional vector
andvalue is non-key information associated with the object (string, etc.).

The key space is divided into non-overlapped hyper-rectangular regionssiebsicould be changed
dynamically as nodes joirgdit) or leave the systenmérge). Each regiom is given a globally unique
identifier (.id) generated by applying a hash function to some data points from the régilh

Regions are assigned to nodes usiranexto-one mapping. Each node is responsible for the data
items that fall in its region. The logical address @fis the same as its regionts(p.id =r.id). Given
that nodes and regions are objectively related anditleeare fixed, we will simplify our notation and
refer to both the node (resp. region) and its identity @ssp.r) (withoutid).

2.2. Join operation

When a new node joins the system, it contacts an existing npde share the load with. Nogesplits

its region into two equal parts. One of which is handed tmgically, on the virtual splitting tregis a

parent ofg. But on the flat key space their region are also sibling. A region is split along one dimension
each time, in a cyclic way (dimension 0,1d-1; 0,1, etc). As we mentioned in the introduction, the
join procedure is slightly modified such that a new node join at a position in the key spaceseate

a good load distribution among the existing nodes.
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Figure4. Smplified sequence diagram of ajoin operation

2.3. Leave operation

When a nodey is about to leave the system, it contacts one of its neightadls sayp, hands its
regions and data items poand then leaves the system. If the npde the latest sibling ad, it will
extend its responsibility by merging its region with the regiog. dtherwisep handles temporarily
the tow regions, and will look for the latest siblinggsf region in order to finalize the merge process.

RCAN is a decentralized self-organizing content addressabretMultiple splits and merges can
be conducted independently at the same time. As a result, regibrdiffgtent extents may coexist in
the key space. Each node maintains its local region and keeps edttidts neighboring nodes. Only
little information is exchanged between neighbors to perform split or mergeiopgr&to information
is spread out to other distant nodes or committed to a central server.

3. ROUTING INFRASTRUCTURE

For routing purpose, each participating node maintains certainngouiformation about its
neighboring nodes.

In RCAN, the routing state of each node consists of two typdéiaksf short links towards adjacent
neighbors antbng links towards distant nodes. When we say that a pddses a link towards a nodg
this means that a direct communication channel is establisheédretive two nodes, and through
which p can send messagesjto

3.1. Short Links

Short links are contact information (network address, region's exterit,about adjacent nodes. A
node has an average ofdp{mmediate neighbors, independent of the network size [6]. A nodesst
its short links in a local routing table, call€fiabl e. The maintenance @Tabl e is similar to CAN,
for example, by exchanging heartbeat messages between neighboring nodes.
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3.2. Long Links

Long links are at the core of our work. In this section, we show to establish and maintain long
links and how to build RCAN's multi-ring infrastructure.

cth g .
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Figureb. Longlinks along thei-th dimension.

The routing state of a node is augmented with small number of wtidiral links towards some
distant nodes in the system. Assume that a nmodeepsk; long links along thd-th dimension
(Figure 4). Denote them= {Iio,...,lik"l}, wherel is the distance betweerand the node pointed by
the j-th link. |; is an ordered set, that ig,<I; ... <li.1. The value of} = 2 xw;, wherew; is the size
(width) of the region of along the-th dimensionk; indicates also how many time the regiomdfad
been split along theth dimension. Each sktof long links built along théth dimension is stored in a
separate routing table, calledabl e;.

From the above definition we can see that the number of long links aiigjnfrom each node is
proportional to the size of its region. A node, hence, can adapt dynamically the n@itohgrlioks by
establishing additional links when its region is split (node join), opging extra links when nodes
leave the system. Experiments show that the total numblengflinks per nodd = Zk; is tightly
bounded by O(log).

3.3. Multi-ring Topology

Long links are parallel to data axes and wrap around the key spaxglitiks originating from nodes
whose origins are situated on the same line form a ring along eaahmsghmeMultiple small rings are
hence formed. In a regular grid, a node is member of one ring alohgl#aension, that is, the ring
intersecting with its region.

The number of rings and the number of nodes per ring self-sghtasthe network size changes. In a
key space where its regions may have different sizes, a node mpgraeily become a member of
more than one ring along each dimension because its region is large ardécistwith several rings.

3.4. Routing Algorithm

In RCAN we consider aop-by-hop greedy routing approach. A node uses only local routing
information to decide the next step. To forward a message, trentnode consults its routing tables
and determines the node that is strictly closer to thettargeng itsmmediate anddistant neighbors,
according to a well defined metiiand forwards the message through that node. If there amg m
neighbors at the sanegpected distance to the target, the node may choose one at random.

The routing process in RCAN consists of solving the routing path @lbeging at each step. During
the routing process, rings can be used in an arbitrary order (Figude@)od feature of RCAN
multi-ring topology is that there are many paths vaitmost the same expected distance between any
pair of nodes. This property enables more flexibility in the fele®f the path to route a message to
its target, and gives RCAN routing mechanism more robustrgggasa node and links failures, by
offering each node more choices to select the best neighbor throughitwttiate a message to its
target.

1 RCAN uses clockwise Manhattan distance as metriction. Other metrics may also be used.
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4. PROTOTYPE OF RCAN

In this section, we presentzaom-in description of RCAN’s design and implementation, highlighting
its layered and modular architectures.

Figure 5 shows the overall architecture of the RCAN'’s prototypemsythat we have developed. It
basically shows the differentiation of the three major componeaisagement module, overlay layer,
andcommunication interface.

Overlay layer

Overlay service module

Bootstrap service, authentication...

Communication interface (UDP/IP)

uoljezijensiA ‘sansniels
a|npouw judwabeuep

K

Figure 6. Layered ar chitecture of RCAN prototype

4.1. Overlay Layer

Overlay layer is the core component of our prototype system. This layer probais and essential
functionalities of any distributed data/services managenysters, such as: Publish/subscribe, Lookup,
guerying, ... RCAN protocol is designed to be deployed in a real netweitoement. For that reason,
the overlay layer has been decomposed into tow main sub-modulestag core layer, and werlay
management module.

A. Overlay core layer

The Overlay core layer is the running environment fgeer applications. It provides the basic data
management functionalities (lookup, insert, routing...). Basicatlyerlay core layer is a
protocol-dependent component. In our current realization, RCAN, CAW, land SSP protocols are
all supported.

B. Overlay management module

The overlay management module provides high-level overlay management interface such as
bootstrapping, security... In a P2P framework, this layer may be irapteth as a centralized
component (our case), or distributed into several cooperating comp¢egants). Unlike theoverlay

core layer, theoverlay management module should offer a generic interface to access and manage the
underlying P2P systems, which is independent of the overlay protocol.

As consequence, different overlay protocols layers (RCAN, Chordn.pe implemented (with slight
changes if necessary), and integrated under the @amay management framework.
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C. Connectivity middleware

Theconnection middleware is a software component installed in single-copy on each physical machine.
Its main task is to ensure connectivity between peers ioviréay core layer (currently implemented

as a pool of threads) and tbeerlay management module, by exchanging some vital information such
as: network addresses (IP@ and port numbers) of the overlageraant layer, administration layer;
creating and destroying peers,...

Our architectural design offers more flexibility, extensibility, and robustvgsgh makes our RCAN’
protocol an interesting framework for implementing, and developing B®Rocols as well as
experimenting some advanced topic such as the interoperability.

4.2. Management module

The management module provides a higher-level overlay visualization and administraticerfate.
The management module is responsible for collecting information about peers and oveplalcation,
as well as the underlying communication network. Then it compiles them to pradalisiics about the
overlay system (routing, links...). This information is presented to the system aditonist a suitable
and user-friendly fashion.

The management module uses periodic probing and soft states to detect any chandes averlay
composition, the status of peers (including peer arrival, fajluyaery routing, and construct a
statistical map of the overlay.

4.3. Communication Interface

The communication interface provides abstraction from the underlying communication network
peculiarities. It provides a generic and uniform interfaceasgds and routines) for efficient
communication. Basically, the communication interface is deployed on top of thetdéegbrstack, and
offers a message passing interfaces for connection/connectionless oriented modes with both
synchronous and asynchronous models.

A light version of windowsO completion protocol model is also implemented by this layer. Note that
all the inter-application and intra-application interactions use rhessage-passing communication
interface. This design choice makes our architecture more igesmed easily extensible to other

communication models, and intimately easily deployable on anetalork. These needs show the
importance of the communication interface, which requires more perfoeraacrobustness.

Service messages

Controller
<=

ADelegate/Create...

/ v IOCP Module

< W messages
Output queu \
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Figure7. Application Internal architecture (Control and communication layers)
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5. INTERNAL ARCHITECTURE

The internal architecture of the three applications, thapeer, overlay, and manager is shown is
represented on figure 7. This architecture is based on window® I@Qdel, where one main
Controller thread is responsible for managing the application, and the creasiondtien of worker
threads...A synchronization mechanism is also provided to ensure the integréyapplitation data.

For the implementation we used both windows workelil§ack) and interface thread\( nThr ead)
models. The synchronization between thread uses maakly and thecritical section mechanisms.

6. IMPLEMENTATION

We followed an object-oriented approach to design and implement R€éthtype system. Figure 8
depicts the class diagram of the main classes of our prototype.

<<interface>>
CNetworkinterface

CThread

-IP
+Start() _Port
+Stop()
+Run()

+Send(in ack : bool = false)
+Receive(in block : bool = true)

I T

CWorkerThread 101 CControlLayer
———-<4-WorkerPool

+Start()

+Stop()

+Control()
+CeateVWorker()

+KillWorker()
CBasePeer AN

-ID CBaseOverlay
-Load

-Peers

-Neighbors

+Lookup()
+Join()
+Leave()

1 [Route()
+Bootstrap()

+FindPeer()

AN AN

CPeer COverlay

Figure8. Class diagrams

CNet wor kl nter f ace provide a network communication interface for both synchronous and
asynchronous modes. In our implementation we used user datagram p(oO&)l for message
passing between the different applications.

CCont r ol Layer provides a general framework to implement network-based appticbased on
windows IOCP model. As we mentioned in the previous sec@Peer and COverl ay are both
inherited fromCCont r ol Layer.

For visualization/simulation purposes we have dpeer andCOver| ay classes into two levels:
CBasi cPeer andCBasi cOver | ay offer basic centralized functionalities such storage, routing....
The lower level classes implement advanced network functi@sagitich as network communication,
concurrency...
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7. USER INTERFACE

We have implemented a multi-threaded version of RCAN protocolg @++. In this new version all
the communications between peers, the overlay module and the masagdJDP/IP. Our aim is to
make the protocol easily deployable on a real network. In whatfelive show some part of the user
interface of RCAN prototype.

7.1. Kernel Application (Simulator)

Ei Overlay  Simulation  View Help
DOEBE o e=%L BN il i
11 e %2 & & T ex [E|D %7 |

Figure 9. Main window (simulator)
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Figure 10. Create an overlay (a) and perform smulation (b)
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“Simulator” represents the kernel of RCAN protocol. It impdens thread-based peers, and overlay
modules, and provides simple and rich commands to create overlays (figure Xfbaypsimulations
(figure 10.b) and retrieves a statistics about the experiment (figure 11

7.2. Manager application

This is a separate application of the RCAN simulator. Itnijaprovides a remote interface to
manipulate the simulator parameters. In a real network applicatioapthlisation may play the role of
remote agent for the connection/creation/management of peer applications

© Wansger - X8 S]]

5 d

er 142 < 130, 156.76.19:54030> join
er 144 < 130, 188,76, 10/55566.> join
er 143 < 130, 158,76, 19:550543> join v

Ready UM

Figure 12. Screenshot of Manager

8. EVALUATION

In order to demonstrate the effectiveness of our design, weitmplemented an RCAN protocol in
C++ and conducted a set of experiments using different dargtn networks with up to thousands
of nodes. We have analyzed the behavior of RCAN under diffaréfarm and skewed data patterns:
Uniform data set is generated using C random function. Real-wdddsdaconsists of the coordinates
of about 680000 main towns in Europe.

We evaluate RCAN in term of routing performance, maintenandeload balancing, as well as some
advanced bootstrapping mechanisms. We also used this prototype to prove the btisumeRCAN
routing and load balancing mechanisms against some network attackbat follows we present

some of the experimental results. For more details and riatatipns please refer to the basic papers
about RCAN
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9. CONCLUSION

We proposed an implementation of RCAN, a novel self-organizipgldgical structure to overcome
the weakness of greedy routing in CAN overlay. The key idea isuip each node with additional
long-range links. RCAN is a pure P2P system where nodes adseirs@nte responsibility. Nodes can
join and leave the system autonomously with the minimum maintenamerhead. Each node
maintains a routing state that self-scales logarithmicaitix the network size. RCAN’s multi-ring
infrastructure gracefully adapts itself to cope with any changes in thenkahembership.

RCAN protocol is simple and efficient and shows that even al exi@nsion can lead to significant
improvements on different aspects. We must emphasize that RCBNnio mean the first P2P system
that uses long links for this purpose. It is not also the first teeaeHogarithmic routing performance
using logarithmic routing state. However, to the best of our knowledg&NR€ the first CAN-like
overlay that provides a completely decentralized mechanism inates a self-scaling routing state.
The number of long links per node is proved to be O(log n). RCAN is alsoghwfachieve O(log n)
maintenance overhead during nodes churn. This makes RCAN optintlais aaspect in comparison
with other existing methods that incur a Ofioy maintenance overhead.

RCAN constitute an interesting substrate to deploy fair loa@hbalg strategies and to improve node
join protocol. RCAN increases network connectivity which makesdléing process more flexible
and fault-resilient. We proposed in this work a simulation-basptementation of a prototype system
of RCAN protocol. Besides of the performance and scalabdifpirements, our aim is to provide an
architectural design with some key features such as: flexibility, ektitgsrobustness...
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