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1. INTRODUCTION

Correct and immediate fault management is vital for maintaining system safety and reliability.
The possibility that a chain of incidents may lead to a catastrophic accident must be reduced.
One of central issues there is how we should allocate functions between human operators and
computers. When a serious accident occurs in a large-complex system such as a nuclear power
plant or an aircraft, many people say that human operators or pilots have made serious mistakes
and errors. However we should not blame them. In many past accidents, the post-accident
investigations have found that inappropriate design of the human-machine interface made
human operators misunderstand what was really going on in the systems [1].

Many modern large-complex systems have supervisory control configurations [2],
where the final responsibility lies with human operators, even though responsibilities can be
shared between human operators and computers [3, 4]. We cannot be sure that decisions made
by human operators are always correct and appropriate. If the human-machine interface is
poorly designed, human operators would feel difficulty in identifying the current system state
when the system exhibits some unusual behavior. Human operators may misunderstand the
current situation by making an inappropriate matching with situations which they have
experienced before [5]. The situation becomes worse if the system is a fastly responding
system or functionally very complex and human operators are under time-pressure. It is known
that the time-pressure is one of major factors that cause human errors.

An extreme way to avoid human errors is to control systems in a fully automatic
manner, which is not wise, however, because our knowledge about large-complex systems is
not always complete and perfect. We cannot give machines intelligence which is superior to
our own intelligence. Moreover, sensing devices can produce false alarm signals. Human
operators are indispensable, at least at the present time, for avoiding inappropriate system
shutdowns due to false alarms. There still remain some issues to be analyzed further for



developing supervisory control configurations which are useful in cases of emergency of large-
complex systems.

This paper gives three different schemes of interaction and cooperation between the
human operator and the computer for supervisory control of large-complex systems, where the
degree of automation [2] differs from scheme to scheme depending on how the human operator
and the computer cooperate. In the first scheme (Scheme 1), the system is shut down in a full
automatic manner immediately when an alarm is given. In the second scheme (Scheme 2), the
human operator initiates an alarm analysis for evaluating alarm validity and for locating faults in
the system when he or she is provided with an alarm. After some amount of time for the alarm
analysis, he decides whether to shut down the system or not. In the third scheme (Scheme 3),
the computer takes a fault-compensation action on the system immediately when an alarm is
given, and then the human operator performs his alarm analysis. The fault-compensation action
in Scheme 3 is introduced in order to: (1) mitigate possible system damages which can become
larger in size while the human operator is analyzing the alarm, and (2) lessen the time-pressure
on the human operator. Our aim is to find an appropriate scheme of cooperation, or
responsibility allocation, between the human operator and the computer for cases in which an
alarm is given. Each scheme is analyzed in a probabilistic manner by evaluating the conditional
expectation of possible damage to the system, given that an alarm is generated.

Alarm analysis is not an easy task if the system is large and complex. The human
operator may identify the system state incorrectly. Moreover, the human operator may fail to
reach a definite conclusion on the system state; he may not be able to say either that the system
is safe or that the system is unsafe. This can happen if the system is functionally very complex.
For this kind of situation, we distinguish the following two types of safety-control policies [6]:
(1) safety-preservation safety-control policies, where the system is shut down when its safety
cannot be assured definitely, and (2) fault-warning safety-control policies, where the system is
shut down only when it is regarded as being unsafe. The distinction between these types of
safety-control policies is significant for Schemes 2 and 3. We show that an optimal scheme for
responsibility allocation between the human operator and the computer has a time-dependent
characteristic. The optimal scheme varies depending on the time point at which an alarm is
given. There exists no single scheme which is always superior to other schemes.

We further discuss the problem whether the computer may be allowed to override the
human operator for maintaining system safety. The human operator sometimes hesitates to shut
down the system, even when an alarm is existent, because he fears to receive bad reputation
from his company or society if he causes unnecessary shutdowns based on false alarms. Or,
he may even cancel or ignore alarms if he has experienced many false alarms before. A
catastrophe would be inevitable if the ignored alarm was a correct alarm. We show that there
can exist some cases in which the computer must take countermeasure actions on the system for
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avoiding catastrophic accidents, even when the human operator cancels or ignores alarms and
gives the computer no command for taking the countermeasure action. We give necessary and
sufficient conditions under which the computer should override the human operator’s alarm
cancellation. This sort of computer’s override should be viewed as a kind of cooperation
between the human operator and the computer. Allowance of this type of computer’s override
never reduces the importance of the human operator, who is indispensable in any supervisory
control configuration.

2. MODEL DESCRIPTION
2.1. Schemes for Human-Computer Interaction and Cooperation

~ Consider a supervisory control system which consists of four units: a) system, b)

alarm subsystem, ¢) computer, and d) human operator. The system, which is dynamic in
nature, is monitored by the alarm subsystem continuously in time. The alarm subsystem
consists of multiple divergent sensors which monitor different system variables. While the
system is regarded as being safe, the computer controls the system according to instructions
which have been given and approved by the human operator; the operator is a supervisor of the
computer. _
The alarm subsystem generates an alarm when an alarm criterion is matched. Alarm
criteria can be described by a collection of production rules which combine multiple sensor
signals. The alarm criteria are set initially by the human operator based on his knowledge about
the system which might be represented by fault trees [7, 8] or some other related tools.

When an alarm is generated, the alarm is transmitted to the human operator and the
computer. Who should be responsible in taking necessary actions to the system when an alarm
is given? The human operator, or the computer? It depends on a scheme which specifies
responsibility allocation between the human operator and the computer. We distinguish
between the following three schemes for human-computer cooperation with different degrees of

automation:

‘Scheme 1 : The computer shuts down the system in a fully automatic manner
immediately when the computer receives an alarm from the alarm subsystem.

Scheme 2 : Upon receiving an alarm, the human operator initiates an alarm analysis in
order to locate faults in the system. The alarm can be false, of course. The alarm subsystem
sometimes generates a false alarm which can be caused by incorrect sensor data (sensors are



not always correct) or inadequate settings of alarm criteria [9]. The human operator must
evaluate the validity of the alarm at the very beginning of the alarm analysis. After some
amount of time, say T units of time, which is allowed for the alarm analysis, the operator
decides whether to shut down the system or not, and sends necessary commands to the
computer for doing so. ' |

Scheme 3 : When the human operator receives an alarm, he firstly orders the computer
by sending a command to take a fault-compensation action on the system, and then he initiates
an alarm analysis. An example of fault-compensation actions may be to reconfigure or partially
shut down the system for leading it into a milder operating condition. The aim of the fault-
compensation is to: (1) mitigate possible system damages which may grow while the human
operator is analyzing the alarm without taking any countermeasure action to the system, and (2)
lessen the time-pressure for the human operator. After T units of time for the alarm analysis,
the human operator decides whether to totally shut down the system or not, and sends
necessary commands to the computer.

Scheme 1 has the highest degree of automation , and Scheme 2 has the lowest among
these three schemes.

2.2. Safety-Control Policies

If the system is functionally very complex, it can happen that the human operator is not
sure about safety or unsafety of the system; the human operator cannot say either that the
system is safe or that the system is unsafe. What kind of action should he take to the system
then, under Scheme 2 or 3, if no more information on the system is available? We distinguish
the following two types of safety-control policies [6]:

(1) Safety-Preservation (SP) safety-control policy, in which the human operator can let
the system be operative only when he is definitely sure about safety of the system. If the
human operator cannot be sure of system safety, he must shut down the system, even when he
has no definite evidence which proves unsafety of the system.

(2) Fault-Warning (FW) safety-control policy, in which the human operator shuts
down the system only when he regards the system as being unsafe. The human operator lets
the system run as far as he does not have a definite evidence which proves unsafety of the
system.



2.3. Assumptions

1. The system states are classified into two categories: (1) Safe (S) states, where the system
is in its normal operating conditions, and (2) Unsafe (U) states, where the system is in its failed
operating conditions and, thus, an appropriate countermeasure, such as an immediate system
shutdown, is necessary to avoid a catastrophic accident.

2. The alarm subsystem has three states: (1) Normal (NM) state, where the alarm
subsystem identifies the system state correctly, (2) Positively failed (PF) state, where the alarm
subsystem regards the system as being unsafe when the system is actually safe, and (3)
Negatively failed (NF) state, where the alarm subsystem regards the system as being safe when
the system is actually unsafe.

3. When an alarm is given to the human operator, he is expected to perform an alarm
analysis. He may, however, ignore or cancel the alarm without performing an actual alarm
analysis by thinking that the alarm must be false.

4. The human operator can make two types of errors in estimating the system state in the
alarm analysis. (1) He regards the unsafe system as being safe, even though the alarm was
correct. (2) He regards the safe system as being unsafe, although the alarm was false.

5. The human operator may encounter difficulty in judging the current state of the system in
the alarm analysis. He cannot judge whether the system is safe or unsafe. This is not always a
human error. Inadequate human-machine interface design for the control room can cause this
kind of situation. .

6. If the system, which is becoming unsafe, is shut down immediately upon an alarm, no
damage is assumed on the system. The system suffers from damages if: (1) the safe system is
shut down unnecessarily, or (2) the unsafe system is not shut down.

7. The system is a fastly responding system. If the system is in its unsafe operating
conditions when an alarm is given, the system state can become worse while the human
operator is analyzing the alarm. If the human operator takes Scheme 2 or 3 and the unsafe
system is shut down T time units after the alarm generation, then the system damage is larger
than in the case in which the system is shut down immediately upon the alarm under Scheme 1.

3. PROBABILISTIC ANALYSIS OF SCHEMES

We analyze properties of each Scheme k (k=1,2,3) by evaluating the conditional
expectation Dy =E[Z| A, Scheme k] of system damages Z (random variable), given that an

alarm has been generated, where A denotes the event that an alarm is generated.



3.1. Scheme 1
The conditional expectation of system damages under Scheme 1 is evaluated as follows:
D; =E[Z | A, Scheme 1] =zg pr+ 0 * pc = zgPf (1)

where zg = E[Z | safe system is shut down], pg= P[false alarm | A], p. = P[correct alarm | A].

3.2. Scheme 2

The performance of Scheme 2 depends on the choice of the safety-control policy. If the
human operator adopts the safety-preservation (SP) safety-control policy, we have:

Dysp = E[Z I A, Scheme 2, SP safety-control policy] =
=w z, p¢ + (1-w){zg pf (P["U"IS] + P["N"IS]) + z3 p¢ P["S"IU] + zq4 pe (P["U"IU] + P["N"IU])} 2

where w = P[operator ignores the alarm | A], z, = E[Z | unsafe system is not shut down],
zq = E[Z | unsafe system is shut down with time delay T], P["X"IY] = P[operator judges that
"the system is in state X" | system is actually in state Y], where the system state can be either
safe (S) or unsafe (U), and "N" denotes the event that the operator hesitates to draw his
conclusion on the current system state. ;

The alarm ignorance probability w takes various values depending on how often the
human operator was faced with false alarms before. The frequency of false alarms depends on
sensor characteristics and alarm criteria. P["N"IS] and P["N"IU] are dependent on the alarm
criteria as well as on the inadequacy of the human-machine interface design. The probabilities
of erroneous judgements, P["U"IS] and P["S"|U], represent the degree of how complex the
system is.

If the human operator takes the fault-warning (FW) safety-control policy, we have:

Dygw = E[Z | A, Scheme 2, FW safety-control policy] =

= w 2, Pg + (1-W) {25 pp PI"U"IS] + 2, p (P["S"IU] + P'N"IU])+ z4 p; PL"U"IUT) ©)



3.3. Scheme 3

As in the case of Scheme 2, the performance of Scheme 3 is dependent on the choice of
the safety-control policy. If the human operator takes the SP safety-control policy, then we

have:
D3gp = E[Z 1 A, Scheme 3, SP safety-control policy] = w z, p¢ +
+ (1-w){zg pg (P["U"IS] + P["N"IS]) + z pg P["S"IS] + 2, p, P["S"IU] + z4. p; P["U"IU + P'N"IUD)}  (4)
where z; = E[Z | fault-compensation action is taken unnecessarily to safe system], zg, = E[Z |
unsafe system to which a fault-compensation action was taken is shut down with time delay T).
It is natural to assume that z4, < z4 = E[Z | unsafe system is shut down with time delay T] .

If the human operator takes the FW safety-control policy, then we have:

D3pw = E[Z | A, Scheme 3, FW safety-control policy] = w z, p, +

+ (1-w){zg pe P["U"IS] + z pg (P["S"IS] + P["N"IS]) + z, pc (P["S"IU] + P["N"IU]) + z4. p. P["U"IUY}  (5)

3.4. Criteria for Selecting an Optimal Scheme

We show that an optimal scheme varies depending on the time point when an alarm is
given. The type of safety-control policies (SP or FW) is determined by the following

conditions:
Dysp<Dopw & bl pe< 251 2, PI'N"IS]-1 P["N"IU] (6)
D3sp<D3pw & bl pp<(zg-2)1 (2, - 2g0) PI'N"ISI] P'N"IU] )

The above preference order relations are time-dependent, because p.! pg is a function

of time and is evaluated at the time point when an alarm is given:
Pl pf = appfa®) (1- F0) L 50! (1-Fy) @®

where apg = P[alarm subsystem enters PF state | alarm subsystem leaves NM state], fy and Fy
denote the probability density and the distribution function, respectively, for the life of unit Y



(Y=a for the alarm subsystem, Y = s for the system). The values of fy and Fy are evaluated
at the time t when an alarm is given. No specific probability distribution, such as an
exponential or a Weibull distribution, is assumed for the life of the units.

In real systems which are currently in service, the type of safety-control policies (SP or
FW) is usually fixed explicitly or implicitly: We may be allowed to say that the FW safety-
control policy is a common practice, because human operators usually tend to avoid a system
shutdown and to let the system work as long as possible. The preference order relations (6)
and (7) state that we must use the safety-control policies properly depending on the time point
at which an alarm is given. It is not wise to fix a single safety-control policy in advance and to
use it at any circumstance. The choice of a safety-control policy should be time-dependent and
flexible.

The following is a partial list of conditions which describe preference order relations
among Schemes 1 through 3:

Dysp < Dy & pe-lpg (W + (1-W)P['S"IS]} > 2571z, (w + (1-w)P["S"IS]} + zg" 124 (1-w) (1 - P['N"IS]) ©)

Dypw < Dy & pelpg (1- (-W)P["U"IS]) > 2571z, (1 - (1-w)P["U"IU]) + 25124 (1-w) P["U"IU) (10)
Dagp<Dosp & el p<zc! (zq - 2g¢) PI"S"ISI"T PI"N"IU] + P["U"IU]) (11)
D3pw < Dopw > bl pr<zc! (zq - zg0) (PI'N'IS] + P["S"IS])"1 P["U"IU (12)

By checking these preference order relations, we can determine an optimal scheme (with a
proper safety-control policy, SP or FW) at each time point when an alarm is given.

3.5. May Computer Override Decisions of Human Operator?

When an alarm is given, the human operator may ignore the alarm by hitting an alarm
cancellation button without performing an alarm analysis if he has experienced many false
alarms before; this is the case which we analyzed in Sections 3.2 and 3.3.

3.5.1. Scheme 2

Consider here that the computer is allowed to shut down the system even if the human
operator hits the alarm cancellation button. It is natural for the computer to regard the system as
being unsafe, once it receives an alarm from the alarm subsystem. Suppose that the human



operator takes Scheme 2 with the SP safety-control policy and that the computer shuts down
the system if the human operator hits the alarm cancellation button. Then the conditional
expectation of system damages, denoted as D,gp*, is given by:

D,gp* = W zg pg + (1-w){zg pg (P["U"IS] + P['N"IS]) + z, p P["S"IU] + 24 p (P["U"IUT + P['N"IUD))  (13)

If the human operator takes Scheme 2 with the FW safety-control policy under the same
situation, then the conditional expectation of system damages, Doy *, is evaluated as:

Dypw* = W Zg Pp + (1-w) (zg P Pl"U"IS] + 2, p,, (P["S"IU] + P["N"IU])+ z4 p, P["U"IUI} (14)

By comparing (13) or (14) with (2) or (3), respectively, we obtain the following
necessary and sufficient condition under which the computer is allowed to override the human

operator s alarm cancellation:

-1 < Z -1 Z
Pc " Pr s 23 (15)
which is a time-dependent condition and applies to both safety-control policies, SP and FW.

3.5.2. Scheme 3

Scheme 3 in Section 3.3 assumed that the human operator orders the computer to take a
fault-compensation action on the system when an alarm is given. If the human operator cancels
the alarm, no further action is taken to the system by the human operator nor by the computer.
One way to prohibit the human operator’s alarm cancellation under Scheme 3 is to modify the
scheme so that the computer can take an automatic fault-compensation action to the system
whenever the computer receives an alarm from the alarm subsystem. Once the fault-
compensation action is taken automatically by the computer, the human operator cannot ignore
the alarm any more. The human operator must analyze the alarm at least to judge whether the
fault-compensation action was right or not.

If the human operator takes this modified type of Scheme 3 with the SP safety-control
policy, then the conditional expectation D3gp* of system damages is given by:

D3gp* = zg pg (P["U"IS] + P["N"IS]) + z¢, pg P["S"IS] + z; p. P["S"IU] + z4 pc P["U"IUT + P["N"IU])  (16)

Under the modified Scheme 3 with the FW safety-control policy, the conditional
expectation Dypyw™* of system damages is evaluated as:



D3pw* = zg pp P["U"IS] + z pg (P["S"IS] + P["N"IS]) + z, p; (P["S"IU] + P["N"IU]) + z4¢ pc P["U"IU] amn

Thus, the necessary and sufficient condition under which the human operator is not
allowed to cancel the fault-compensation action of the computer is given by:

pe L g < (zg (1-PU"S"IS]) + 2 P["S"IS1) 1 (24 - 24¢) (PI'N"IU] + P["U"IUY) (18)
when the human operator takes the SP safety-control policy, and

pe 1 pr < (25 PLUMIS] + 26, (1 - PL'UMSD} L (2, - 240) PI'UMIU] (19)
under Scheme 3 with the FW safety-control policy.

In addition to inequalities (9)-(12), some more criteria are available for the preference
order among schemes. For example, we have:

Dygp* < D1 & pe-1pg PL"S"IS] > zg 1z, (PI"N"IU] + P["U"IU]) + 25129 P["S"1U] (20)
Dopw* <Dy & p¢lpg (PI'N"IS] + P"S"IS]) > zg 1z, (PI'N"IU] + P["S"IU]) + 2" 124 P["U"IU] 1)
Dysp* < Dp & pc-lpg (25 - 2p) PI"S"IS] > 2, P["S"IU] + 24 (P['N"IU] + P["U"IU}) (22)

Dagp* < Dasp* & D1 (W 2 - 2g) PI"S"IS] > W 2, P["S"IU] + (24 - (1-w)zg) PI'N"IU] + P["U"IU]) ~ (23)

Note that the allowance of computer’s override has no effect on the preference order
relations between SP and FW safety-control policies within the same single scheme:
Inequalities (6) and (7) hold without any modification even for cases where the computer is
allowed to override the human operator’s alarm cancellation.

4. NUMERICAL EXAMPLES

Assume that we are given the following set of data: w = 1/10, P["S"IS] = P["U"IU] = 8/10,
P["U"IS] = P["S"IU] = 1/10, P["N"IS] = P["N"IU] = 1/10, z, = 500, zq = 100, zg = 100, z4c = 50 and z = 20.
We illustrate, by some examples, how an optimal scheme (with an appropriate safety-control
policy) is selected.
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Example 1: Suppose that our available alternatives are Schemes 1 and 2, and that the
computer is not allowed to override the human operator in any way.

We can find the best scheme by evaluating the criteria for order relations among
schemes in Sections 3.4 and 3.5. Figure 1 illustrates how an optimal scheme varies depending
on p.lpg, the value of which is evaluated by (8) at the time point when an alarm is given.

Scheme 1 Scheme 2-SP Scheme 2-FW

- -—— - -

> pclpg

2.14 40

Fig.1. Optimal scheme for Example 1

As the value of p;! psbecomes larger, we have a higher possibility that the given alarm
is a false alarm. The above result fits well to our intuition that Scheme 1 is the strictest rule for
maintaining system safety and Scheme 2 with the FW safety-control policy (denoted as Scheme
2-FW in Figure 1) is the least.

Example 2: Suppose that our available alternatives are still Schemes 1 and 2 only.
However, let us allow the computer to override the human operator’s alarm cancellation; the
computer can shut down the system, if necessary, even when the human operator hits the alarm
cancellation button upon receiving an alarm.

An optimal scheme, which varies depending on the value of p.1 py, is illustrated in
Figure 2, where the asterisk symbol (*) expresses that the computer must shut down the
system even if the human operator hits the alarm cancellation button. Under the scheme
without an asterisk, the computer does not shut down the system when the human operator hits
the alarm cancellation button.

:Scheme :
Scheme 2-SP* :2—FW* : Scheme 2-FW

-
T

Scheme 1

- —— — -

> pc-l Pf

1.75 4.0 5.0

Fig. 2. Optimal scheme for Example 2
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Comparing Examples 1 and 2, we can visually recognize the figure of merits for
allowing the computer to override the human operator’s alarm cancellation which can be
inappropriate.

Example 3: Suppose that every one of Schemes 1 through 3 is available, but that the
computer is never allowed to override the human operator’s alarm cancellation. Figure 3
illustrates an optimal scheme:

: Scheme | Scheme | :

Scheme1 .1 3-SP | 2-SP ! Scheme2-FW
l . . s p1p
T T - YC f

2.0 281 40

Fig. 3. Optimal scheme for Example 3

Comparison with the result of Example 1 would be useful for recognizing the
effectiveness of a fault-compensation action for the fastly responding system, which was
anticipated.

Example 4: Finally, consider the case in which we have the whole set of schemes and
the computer is allowed to override the human operator’s alarm cancellation if necessary.
Figure 4 depicts an optimal scheme:

Scheme 2
Sp*
" Scheme

‘|
| i
| 2-FW#* : Scheme 2-FW
{

(
Scheme 1 ' Scheme 3-SP*
5 1

{
|
|
}

>Pc Pf

1.48 3.87 40 50

Fig. 4. Optimal scheme for Example 4
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In the above Figure 4, we see again the significance of allowing the computer to
override, when appropriate, the human operator’s alarm cancellation.

5. CONCLUDING REMARKS

In this paper, we have analyzed some schemes for responsibility allocation between the
human operator and the computer for cases of emergency in a fastly responding system. Even
though we have restricted our consideration only to a fastly responding system, our analysis
applies directly to a slowly responding system by just setting zq and z4. at some values which
are much smaller than those for a fastly responding system. The state of a slowly responding
system does not become worse very rapidly while the human operator is analyzing an alarm,
even when the system is in its unsafe operating conditions. If the system is an extremely
slowly responding system, we may even be allowed to assume that zg=z4. =0, which makes
the analysis for responsibility allocation quite easy.

As shown in Section 3 and illustrated with numerical examples in Section 4, an optimal
scheme is situation-dependent. It should be chosen properly depending on various parameters
which describe reliability characteristics of system components, possibility of the human
operator’s misinterpretation of given situations, and possible system damages in several
different settings. Moreover, the optimal scheme is time-dependent, in the sense that the value
of p.~1 pg, which is a factor in deriving an optimal scheme, is determined by the values of
probability density and distribution functions for the life of the system and the alarm subsystem
at the time point when an alarm is given (although this type of time-dependency is macroscopic
compared to the microscopic time-scale for an alarm analysis in which the system behavior
during the period of, for example, 10 to 30 minutes prior to the alarm can be a matter of
concern for locating possible faults). It is, thus, almost impossible to derive an optimal scheme
in an intuitive manner. One of the contributions of this paper lies in giving a systematic method
for deriving an optimal scheme.

The complexity of the system makes it difficult for the human operator to recognize the
system state correctly. Inadequate design of the human-machine interface enlarges the
difficulty. We have given probabilistic models for analyzing how these factors can degrade
system safety. Although we have given only simple examples in Section 4, there exists no
necessity that parameter values must be simple. For example, even though we have considered
the case in which P["N"IS] = P["N"IU] in Section 4, P["N"IS] can take a different value from
P["N"IU], which depends on the specific design of the human-machine interface. Extensive
analyses based on real data would be stimulative and useful from both theoretical and practical
viewpoints.
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We have also discussed whether the computer may override the human operator. We
have shown that there exist cases in which the computer should be allowed to override the
decision of the human operator. The situation which we set there was quite simple. Our model
serves well, however, to prove the following:

We must not assume beforehand that the computer should be always subordinate to the
human operator, or vice versa. Cooperation or responsibility allocation between the human
operator and the computer should be situation- and time-dependent.

We need further investigations for establishing better human-computer partnership.
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ABSTRACT

Correct and immediate fault management is vital for maintaining system safety and reliability.
One of central issues there is how we should allocate functions between human operators and
computers. This paper gives three different schemes of interaction and cooperation between the
human operator and the computer for supervisory control of large-complex systems, where the
final responsibility lies with human operators and the degree of automation differs from
scheme to scheme depending on how the human operator and the computer cooperate. Our aim
is to find an appropriate scheme of responsibility allocation between the human operator and the
computer for cases in which an alarm is given. Each scheme is analyzed in a probabilistic
manner by evaluating the conditional expectation of possible damage to the system, given that
an alarm is generated. We show that an optimal scheme for responsibility allocation between
the human operator and the computer has a time-dependent characteristic. We further discuss
the problem whether the computer may be allowed to override the human operator for
maintaining system safety. We show that there can exist some cases in which the computer
must take countermeasure actions on the system for avoiding catastrophic accidents, even when
the human operator cancels or ignores alarms and gives the computer no command for taking
the countermeasure action. We give necessary and sufficient conditions under which the
computer should override the human operator s alarm cancellation.
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