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ABSTRACT
The aim of the present paper is to show two approaches for
formulation of information retieval through fuzzy associations.
A fuzzy association is introduced as a fuzzy relation defined on
a set of indexes to a database. The fuzzy association 1is a
generalization of a concept of fuzzy thesauri and methods of
generating fuzzy thesauri are applicable to generation of fuzzy
associations. One approach for the fuzzy retrieval is extension
of fuzzy indexes to a database using fuzzy associations. An

algorithm  for the fuzzy information retrieval based on this

approach 1is developed. The other approach represents the
retrieval process as a block diagram. Maximum and wminimum
operations are used intead of the ordinary sum and product

operations on the diagram. Studies on advanced indexing such as
clustering of articles are represented as feedbacks on the
diagram and properties on fuzzy information retrieval such. as
level fuzzy sets and set operations on responses of the retrieval

system are discussed using the diagram representation.



1. Introduction

Although information retrieval through associations has been
studied by many authors (e.g.. [11, [2], and references therein),
fundamental problems such as a mathematical model for
associatfons have not yet studied throughiy. Associations in
.information retrieval mean that we retrieve not only documents
that have Keywords specified by a user but also other documents
that are aésociated with the former documents or have indexes
associated with the specified keywords. A typical example of the
association is a thesaurus for information retrieval. Another
well-Kknown example is a retrieval through bibliographic
citations. Moreover. citation analysis has been carried out by
different researchers (e.g., [31).

The author studied a mathematical model of thesauri and
developed a method of generating automatically fuzzy
pseudothesauri [4]. Fuzzy information retrieval through a fuzzy
thesaurus has also been formulated and an algorithm for the fuzzy
retrieval has been given [5]. In the present paper two.
approaches for fuzzy information retrieval through fuzzy
associations are considered. One approach is extension of
indexes based on a combination of an association and a fuzzy
index. This approach is a generalization of our method of
retrieval through a fuzzy thesaurus [5} to a broader framework.
The other approach 1is a block diagram representation of
information retrieval that includes feedbacks in association
retrieval. Heaps [21 discussed already block diagrams and
feedbacks in information retrieval. The difference between his

method and the method herein is that we use here maximum and



minimum operations instead of the ordinary sum and product
operations 1in matrix calculations. An advantage of the method
herein 1is that the concept of feedback in information retrieval
naturally leads to clustering of documents. Clustering of
ducuments has been frequently studied 1in the field of
biblibgraphic information analysis. (See, e.g., [3].) Therefore
studies in document clustering can be discussed in the present
framework of fuzzy retrieval, which leads to a concept of fuzzy
cluster retrieval. Another advantage of the method herein is
that algorithms for a large number of documents are developed by
the present approach.

Although these two approaches are closely related and indeed
lead to the séme algorithms and implementations, we compare these
two' mathematical models for information retrieval through
fuzzy associations and discuss relative advantages as frameworks

for future researches in this area.

2. Preliminaries
Let D={d, .d .d_} be a set of documents and

X={x1,x- ... X} be a set of indexes. X may be a set of keywords

29
or may be other kinds of indexes, e.g., the citation indexes. A
function T defined on D that maps each document to its

corresponding indexes is assumed to be given. A typical example

of T gives keywords attached to each document d. In a previous
paper we assumed that Td (deéD) is a crisp subset of X. Here we
assume that Td may be a fuzzy subset. Therefore the function T

is considered to be a fuzzy relation defined on X x D,



T: X x D = [0,11. We consider another relation U: D x X -> [0.11]

that is the inverse relation of T: Utd,x) = T(x.d), for any xeX

and debD.

We also use matrix notation for a relation, e.9.. I=(ti})’
1<i<n, 1<j<¢m, where tq =T(xi.dé). We obtain Q=(uij), 1<i<m.
lgjgn,-uq =U(di,xj), therefore U is the transpose of T: U = IT.

We assume a fuzzy association as a fuzzy relation F definedv
on XXX (F: XxX — [0,11). A typical example of a fuzzy
association is a fuzzy thesaurus [61,[7). In a previous paper we
proposed a method of generating a fuzzy thesaurus or a fuzzy
pseudothesaurus [41. Here we assume that the relation F s
obtained by the method of automatic generation of a fuzzy
thesaurus. or the relation can be obtained by other procedures
including manual determination of a fuzzy thesaurus or by an
aggregation of different crisp thesauri into a fuzzy thesaurus.
Another type of a fuzzy association is developed on citation
indexes using the same method of generating associations [8],(91.

The matrix representation of F is denoted as F = (f::):

t4

fi}=F(Xi’XJ)' 1<i, Jj<n. The matrix may be symmetric.  oOr
asymmetric. When the matrix is symmetric. the relation shows
pProximity of two indexes X; and Xj - Although F(xi,xi) is not
defined in many procedures of generating fuzzy thesauri, we
assume F(Xi'xi)=1 for simplicity. Note that all the elements in
these matrices T, U, F are nonnegative.

Remark Although we use matrix notation, we do not keep matrices
in the retrieval system, since matrix manipulations in a large

scale database require a huge number of computations and vast

resources. For example. practical bibliographic databases include



several hundred thousands or several million of records.
Therefore the réaSon why we use the matrix here is purely for
simplicity of explanation. If a method of .retrieval assumes
matrix calculations in a retrieval system. it is very difficult
to deal with a large scale database and the method is applicable
only to a wvery small database for personal use, with a poor
performance of the retrieval system. (]

One of the main principles in fuzzy sets is maXimum and
minimum operations in matrix calculations. From now. we assume
that the symbols + and - mean maximum and minimum operations,
respectively: at+b = max(a,b), a*b = minta,b). a0, b>0.
Exceptions are stated explicitly.

The following two propositions are well-known in fuzzy sets,
therefore the broofs are omitted.

Prop. 1 For any square nonnegative matrix A=(aq ), 1<i.J<p.

converges. {The opeations + and - are performed by max and min.

respectively, as is described above.) Let

A=a+a + A 4.,

Then, A=A+ A + A +. .4 APJ.
{The matrix é is called a closure of A.) L]
Prop. 2 Assume that a square nonnegative matrix A = (a.. ),



1<i, j¢{p satisfies:,

aq =ag and a; =1. (1)
Then the closure A = (3{3) satisfies
a; =1, 51} =§ji ,
3.. > max min(a,, ,a, ) )
g ° T ik "Ny

(We call the matrix A with the property (1) as a proximity matrix

and A satisfying (2) as the transitive closure of A.)  []

Def. 1

Let x1=(x11 ""’X1n) , x2=(xn ""’in) be two vectors with
real components. Note that inequality X, 2 X, means that
xﬂ 2 Xpi 0 i=1,2,...n. Let A and b be an nxn nonnegative matrix

and a nonnegative n-vector, respectively. Consider an equation
X = AX + b (3)

A solution X ( X = AX + b ) is called the minimal solution of the
equation (3) if for any other solution x* ( X' = AXx' + b ),

inequality X < X' holds. L3

Remark From Def. 1 it is obvious that the minimal solution vis

unique. L]

Prop. 3 The minimal solution of (3) is given by

>
o

Moreover, if A satisfies a; =1, then X =



(Proof) Note that
A+AA=A+48 +A +...=24.
Therefore, |
AX + b= A(A + Db + b =A3b + b =X,
whence X is a solution of (3).
If X' is another solution of (3),

X' = AX' + b = A(AX' + b)+ b = A*X' + Ab + b =

= A%+ (A" + AT L0+ Db = A™X' + (A + Db
Hence X' = AX' +X>X. Therefore X is the minimal solution
of (3). The last relation immediately follows from 8; = 1. []

Now, note Property 1 in the following that tells an
equivalence between the transitive closure and a method of

clustering. (See [10]1 for the proof.)

Property 1 The method of sinle-linkage clustering [111 and
the transitive closure of a proximity matrix (denoted as é here)
is equivalent in the following sense (a).

(a) Let Z={z1,22,...,zP} be a set of objects for cluster

analysis. Assume that a measure of similarity betweenAZi and z}
is given by ag (‘ai‘j =aji) and let a{i=1. (We assume without loss
of generality that 0<a; <1.) Let Ky(d), k=1,2,....Ncb) with

parameter o (0{a£1) be clusters formed at the level of
similarity d. (i.e., UK () = Z, K (QINK, &) = g. k#L) by the
k

single linkage algorithm. Then two elements AR ZJEZ belong to

the same cluster (i.e., there exists Kl(di such that Zi’zjer(d))

that aré formed at the level d, if and only if §u 2 o, where

§=(hq ) is the transitive closure of A.  []



It has been proved that algorithms for the minimal spanning
tree of a network can be used for the single linkage cluster
analysis [111. Therefore we can summarize in an informal. way
that three concepts. the single linkage clustering. the minimal
spanning.tree, and the transitive closure of a proximity matrix
with -~ max-min operations are equivalent. This observation

underlies methods developed here in the sequel.

3. Extension of indexes by fuzzy associations
Let wus suppose for the moment that the relation T is binary
valued. i.e.. for any de€D. T(-.d) is a crisp subset. In a
previous paper we defined a fuzzy extension Tf: X x D = [0.11 of
the crisp index T through a fuzzy thesaurus F:
Tf(y.d) = max F(x.y) y e X. deD (4)
XET (- ,d)

(T(-.d) means the subset of X determined by T given d.)

The above definition means that the original <c¢risp index 1is
‘extended through a fuzZy thesaurus and in the extended index Tf
the grade of relevance of a keyword v to a document is determined
as the maximum of grades of relevance of y to keyuwords that are
directly indexed to the document d.

Now. consider a question that if T(x.d). the index function.
itself is fuzzy. how we can define the extended index Tf(yv.d)
through the fuzzy thesaurus. For this purpose we use max-min
operations to represent (4) as follows:

Tf(y.d) = max F(x.y) = Z: Fix.y) T(x.d) (5)
XeET (- .d) all xeX



( = max min  F(x,y), T(x,d) ) )
X€X

The relation (5) is used when the index T is fuzzy, T:XxD—I[0,11.

n

By the matrix form, Tf = ETI, where Tf (tfv ), tf{j =Tf(xi,d.),

4 ¢

xieX, dJeD.
The extended index Tf is also represented by the fuzzy

integral by Sugeno [12]:

Tf(y,d) .= %T(-,d)»?(-.y) =% F(e ,y)eTC(-,d) (6)
X X

where fuzzy measures F and T are defined as:

F(K,y) = max F(x,y)
X e K
T(K,d) = max T(x.d)

X € K
( K: any crisp subset of X )
The prdof that the representations (5) and (6) are equivalent is
easy and is omitted here (See [13].)
An algorithm for the fuzzy retrieval uses the inverse Uf of
Tf. Let
Uf(d,y) = Tf(y.,d)

The fuzzy retrieval function is expressed in three ways using

utd,x):
Uf(d,y) = 2. F(x,y)U(d,x) (7)
‘ all xeX £
uf(d,y) = % Utd,-)eF(+,y) = % F(e,y)oU(d,+) (8)
X X
Uuf = Tf = (FU )Y = UF | (9)
( U(d,:) = T(-,d) )



Algorithm FR (fuzzy retrieval)

Assumption

Input:

Output:

FR1

FR2

FR3

the fuzzy retrieval system has two files that Kkeep
grades of relevance. One is a fuzzy inverted file
(FIF). FIF gives for each.- index x the corresponding
documents d with the grade U(d,x)#0. The‘other is

the fuzzy association file (FAF). FAF provides for

each index y the associated indexes x with the

grades F(x,y)#0.
a given index y € X.
a sequence of records {(d,Uf(d.y)})} that are ordered
according to the decreasing order of Uf.
For a given y
see FAF
for all x such that F(x,y) # 0
see FIF
for all d such that U(d.x) # O
vid,y) & min(F(x,y),U(d,x))

make record (d,v(d,y))

b mcnmemsesnsans.

Sort the set of records made by FR1 according to the
decreasing order by the first key d and the second
key v. Scan the sorted sequence of records. For each
subsequence of records for a particular occurrence
of d, take the first record and delete the rest. (It
is easy to see that the first record of such a
subsequence represents the value of Uf(d,y), cf.[5]1.)
Sort the resuiting sequence according to the

decreasing order by the key v.



End of FR.

As is stated above. it is straightforward to apply the
concept of fuzzy thesauri to other type of indexes such as the
citation index. If we apply the method of automatic generation
of a fuzzy pseudothesaurus to a set of bibliographic citation, we
obtain a fuzzy association on a citation index.‘ Application of
the above method of a fuzzy retrieval on an extended fuzzy index
to citation index is straightforward by considering that  F(x,y)
is defined on a set of citations.

Clustering of <citations has been studied by different
authors. Two well-kKnown studies are called a method of
bibliographic coupling by Kessler [14] and a method of co-
citation by Small [15]. The latter was applied to a large amount
of bibliography based on the database SCIENCE CITATION INDEX
(SCI) by the Institute for Scientific Information (ISI) [31]. As
a result, clusters by co-citation are used as an advanced index
of SCI. (See [31.)

If we assume here that the index set X means a set of
citations and E be a proximity matrix which 1is a fuzzy
association on éitations. - Clustering on citations (co-citation)
is expressed simply by the transitive closure E. (Indeed, the
clustering by ISI based on co-citation has been done by the
minimal spanning tree algorithm for the single linkage method.)
The bibliographic coupling by Kessler is a clustering on
documents through citations, therefore a result of clustering

. T . ‘
documents is expressed as T F T. An index by <clusters on



A

citations are obtained simply by replacing F by F in equation

(9). Thus, v
N
uf = UE (10)
is the extended fuzzy retrieval function through clustering on
citations. Thus, we obtain an extended fuzzy cluster retrieval

function defined by (10). For another type of retrieval on

citation index, see [161.

4. Block diagram representétion based on max-min operations
4A. Feedbacks in information retrieval and max-min operatiqns
Feedbacks in information retrieval have been extensively
discussed in the SMART retrieval system [171]. Heaps [2] showed
block diagrams to represent information retrievals through
associations and feedbacks. In this section we show that a block
diagram based on fuzzy sets and max-min operations provides a
good framework for considering various studies on advanced
indexes and for showing possibilities of future researches.
Consider a simple example of a block diagram in Fig. 1.
where q is a query and r is a response from the retrieval
system. The retrieval system is represented by a rectangle with
the symbol U which is also used to represent an inverted file.
(or, it is called a retrieval function.) In general we need not
distinguish between functions (or matrices) and symbols oOn
rectangles that show components of a diagram. Therefore we can
write r = U q.

As U 1is represented by a matrix U. we assume in general

that q 1is represented as an n-vector q=(q1....,qn) and r is
represented as an m-vector r=(rl,...,nm) . That is, q is a fuzzy



query in which index x; is included with the membership q;: 1 is
the fuzzy response;in which a document dj is retrieved with the
grade of relevance rj. The query T might alsoe be represehted as
a combination of fuzzy logical operations on elements in X, the
index set, for example,

q = x‘OR (szND xs) OR (x“AND xs) OR ... X, X €X.

lgooo

We consider a problem on operations on queries in section 4C.

Now, a simple fuzzy retrieval through a fuzzy thesaurus or a
fuzzy association is represented as Fig. 2: r = UF g, which
is nothing but the relations (7), (8), or (9). In Fig. 2 we used
an additional symbol q' = F q: q' shows an extended query using
F, and q' serves as an input to the retrieval system U’(r = Ugq").
Now, consider a feedback system in which the input is q and the
output is q'. The feedback system is shown as Fig. 3. In Fig. 3

the extensin of g through F is performed many times.

q' = q + Fq + F'q9+ .....

L4

(E + I)qg

Prop. 3 1is applied and we have a minimal solution g

T3>

In particular, when F is a proximity relation, q' = q. From now
we use a notation F that shows the fuzzy equivalence relation
obtained from the transitive closure matrix E, since we need not
distinguish between a relation and a matrix, therefore we have
r=UFgq, which is nothing but (10). Thus, we are led to the

~concept of fuzzy cluster retrieval again by considering a



feedback.

There 1is another way of feedback in a retrieval system,
i.e., feedback from output. Consider Fig. 4a, where indexés of
directly retrieved documents r, = U q-are used as a secondary
input fo the retrieval system and the secondary output
r, =UTUgq is added to the direct response r

r=(UTU + U)gq
If we use oﬁce again the indexes of the retrieved documents r; as
an input, we have

r = (UTUTU + UTU + U)q.
Continuing in this way, we are led to a feedback from the output
shown in Fig. 4b, where

r = U(CTr + 4q)

NS
U T, we have a

If we denote the closure of the relation UT as
minimal solution
N

r = (UT + I )YUga
A variation of Fig. 4a is shown as Fig. 5a, where the fuzzy
association is used in the processing of the secondary input:

r=(C(UFTU + U)gq
In the same way, a minimal solution of the feedback system with

the fuzzy association (Fig. 5b) is obtained:

/\
r=(UFT +1)UGQq

Note that if we use the matrix form of the relations, T 1is
represented as UT.
We have the following proposition that shows a relation

between the feedback system and the clustering.



(i) UT 1is a proximity relation if for any document di'

i=1,2,...,m, there exists an index xje X such that T(x&,di) = |
' A~
(that is, xj is a crisp index to di') In this case U T agrees-

with the result of single linkage clustering based on the measure

of similarity s(di,dj) for cluster formation:

(d. ,d;) = X min ( T(x_.,d,), T(x,,d.) )
i dl dJ k=T?..,n kot k d3

L]
—

(ii) Assume that F(Xi’xi) for i=l,...,n and

F(Xing) = F(ngxi) fOI" 19J=1929.-9n9 ) i#j- Then U F T iS a

proximity relation if for any document d;

i i=1,2,....m. there

exXists an index x: € X such that T(x-,d{) = 1. In this case UF T

4 4
agrees with the result of single linkage clustering based on the

measure of similarity s'(di,dj) for cluster formation:

s'(d. ,d:;) = max min ( T(x,.d.), F(x,.x,), T(x,.,d.)
' k ' koL L’
t ¢ K=1....n t ¢
2=1,...m
(Proof) It 1is easy to prove the above reiations from the
definition of the wmax-min operations and from Property 1.

Therefore the proof is omitted. (1]

Remark We have discussed an equation x = A x + b for which the
minimal solution 1is X = g b + b. A natural question 1is that
whether or not there is another solution that are not minimal.
The answer is, in general. the affirmative one. 1f there is a

nontrivial answer of the equation x' = A x', the solution of

X = AX + b 1is not unique, since x" = X + X’ satisfies



X" = A X" + b. Moreover, if the diagonal elements of A = (aq )

are unity: a; =1, then it is easy to see that X'=(01,1,...,1)

satisfies x' = A x'. Therefore in the case of a proximity matrix,
the uniqueness of the solution fails.: In case of information
retrieval with feedbacks, x'=(1,1,...,1) means all the documents

in the database. Therefore we are interested only in the minimal
solution, since another solution which is not minimal may contain

unnecessary informations. [1]

4B. Filters and level fuzzy sets

Practical considerations on fuzzy information retrieval
should include consideration and implementation of some filters
to exclude excessive numbers of retrieved documents with low
grades of relevance. Moreover a filter may include other kinds
of functions such as modification of grades of relevance that
reflects current interest of a particular user, in which case a
filter should use a profile of the user. Thus, a filter performs
supplementary functions which can not be incorporated into fuzzy
indexes or fuzzy associations (Fig. 6).

A simple example of a filter is a level fuzzy set [181 that
cuts off elements whose values of membership are less than alpha.
A level fuzzy set Ka [18] is defined as K;={(x,mA(x)). Xeht,
where Ay 1is the alpha-cut of A and m, is the membership of A.
Here we introduce an operator C(¢) that maps a fuzzy set A to K;:
Cld)A = E;. If a fuzzy association has a large number of nonzero
entries F(xi,xé), the processing in the whole system needs a
large amount of computation. Therefore C(d) is introduced as in

Fig. 7a or in Fig. 7b (feedback on F).



The relations between the queries and the responses in these
figures are
r = Cd) UF q - (1)
in Fig. 7a and ;
r=Cd) UCF + I )aq (12)

in Fig. 7b.

Remark The level fuzzy set in information retrieval has been
introduced by Radecki [7]. C(d) can not be expressed as a fuzzy
relation nor a matrix. Therefore it is a "nonlinear" element in
the diagram representation. [1]

Prop. 5 The following equations are valid.

Cla) (UF ) = (Cal) U ( Cla) F (13)
CAI(CUCF +I1))y=(C) U) (CCtdl) F)Yy+ 1)) (14)
To prove this proposition, note the following lemma.

Lemma 1 For two fuzzy relations A and B defined on X x X,

C(@(A+B)=1(CWA) + (CAIB)
C(A)(A B) = ( C(A)A ) ( C(h)B )
(Proof of Lemma 1) Let Ay = C(@)A and B, = C(dUB. Then

&
0 ( otherwise )

K&(Xi’}(')

[ ACX{ 4 X3) (ACXg %) 2d)
d

~Therefore,



[(Ctdya) + (C(d)B)](xi,xj) max(A&(xi,xé). B&(xi,x}))

i i J))_>_d.)

max(A(xi,x-),B(xi.x.)) (max(A(x{,xj).B(xi,x-
0 N otherwise )

[C()(A + B)](xi,xj)

[(C(d)A)(C(d)B)](X{,XJ) = mﬁx min(Ad(xi’xj)’Bd(xi’xj))

max min(A(x; ,x;).BOx; X3 )) (max min(A(Xi,x-),B(xi,xj)gd)

k ¢ ¢ K 4
0 ( otherwise )
= [C(d) (A B)](xi,xé) . [1]

(Proof of Prop. 5) Equation (13) directly follows from Lemma 1.
To Prove (14), note that F =F + F> + ... + F™' . Therefore.
CA)(UF + 1)) = (COUWCD(F + 1))

= (C(d)U)(C(d)ﬁ + CA)I) = (C(d)U)(C(dJ? + 1)

= (C(AWCRM(F + F* + ... + F™H + D)

= (C(IU) ((CIAF) + (CIRE)+ ... + (CBE™ 1 + 1)
—TN—

= (CAU( CIDF + 1) [

A significance of the relations (13) and (14) is that if we
wish to cut off documents with grade of relevance below alpha, we
can apply C(a) not only on the response but also on the fuzzy
association and on the fuzzy index. Since the relation

/\_
(CAIN(CAF) (resp. (C(AU(CWIF + 1) ) has a fewer number of
nonzero entries than C(d) (UF) (resp. (C(dJ(U(? + 1)) ), we can

reduce the amount of computation using C(d) on F and U

— 18 —



beforehand. Note also that the following corollary holds.

Cor. 1 For 0 < d1$_ dzg,l,
CldPC UF ) = Cla)( CldU ) ( Cld,)IF )
A .
CldC U CF + 1)) = Cld)t CldU )  CLAIF + 1)

(Proof) It is sufficient to note that for any fuzzy relation A,

(3(d1)( C(di)A ) = C(d1)A []
A similar result holds on output feedbacks. We omit the detail.

4C Simple queries and composite queries

In section 3 we assumed that a query to a fuzzy information
retrieval system is a simple index X3 s whereas in section 4 a
query q is a composite fuzzy query in which many keywords may be
included withvtheir memberships. We discuss here how these two
are related without ambiguity nor contradiction.

First, note that it is straightforward to perform a fuzzy
retrieval by giving a single index y with a grade of relevance w
(0<wsl)., It is sﬁfficient to retrieve documents by a variation
of algorithm FR in which the statement v(d,y)é-min(F(x,y),U(d,x))
in FR1 is replaced by v(d.y) < min(w,F(x,y).U(d.x)).

Next, consider a composite query. It appears that a
composite query is represented like

q = % 0R ( XZAND X,) OR X, ...

3 4
using AND/OR operations. where xi{ i=1.2,... may be a single

fuzzy index. First of all, it should be noted that logical

— lg‘__



operations of the above form are not performed on the queries but

performed on the résponses. For example. a query q = Xi AND xj
should be interpreted és Uqgqg= (U Xi’ AND (U xj). We wuse the
minimum for fuzzy AND, therefore the response is (U xi)-(U xj)

(cf. Table 1).

On the other hand, Consider OR operation using the maximum.
A query q :xiOR xj is interpreted as U q = (U Xf) OR (U XJ).
Since OR is'expressed as '+', we have

Ug = U ( xi + X:) = UX + U X (15)

Oy
-
-

In other words. (U Xi) OR (U xj) U (xiOR xj). This relation
means that if a composite query is represented as a combination
of simple queries by the OR operation, the " response to a
composite query 1is equal to the result of the same form of
combination of responses to the simple queries. In short, OR
operation by the maximum has a property of linearity represented
by (15).

Thus, the expression q = xiAND X: is not a mathematical one.

4
whereas g = xiOR ¥. can be interpreted as a logical operation on

bl
queries owing to (15). Thus, for a composite <queries, we
decompose it into elementary queries, and operations are
performed on responses by‘minimum and maximum. For OR operation,

we can modify the algorithm FR for composite queries. Namely, FRI

is modified as follows:



FR1' (Assumption: Input is q=(q,.q 4,0+ where q; 1s the

20. n

value of membership corresponding to vy;.)
For all y; such that q; # 0

see FAF

for all x such that F(x.y;) # 0

see FIF

for all d such that U(d.x) # 0
vid.q) &« min(qi.F(x.yi).U(d,x))

make record (d,v(d.q))

The other steps of the modified algorithm are the same as FR.

5. ConclUsions

Two methods of representation of information retrieval
through .fuzzy associations have Dbeen described. One 1is a
calculation of an extended index-and the other is a block diagram
representation based on max-min algebra. A Dblock diagram
representation  of information retrieval based on the ordinary
addition. subtraction. multiplication. and division -has been
proposed by Heaps [2]. AComparing the former approcach by Heaps
with the method herein. we point out two reasons why the present
method is better than the former method.
(1) The former method of block diagram is based on the ordinary
type of matrix calculation. Sincé the numbers of indexes and
documents are huge in practical databases. the matrix
calculation, even if the matrices are sparse; needs great amount

of computation. On the other hand,‘ the present approach uses



sortiﬁg and manipulation of linear files for the max-min
calculation. such as algorithm FR and network algorithms for the
minimum spanning tree (i.e., single likage clustering).
Therefore the method herein is more appropriate for large amount
of data in bibliographic databases.

(2) Clustering of documents has been considered to be an
~important subject o©of advanced indexing. The present method‘
represents clustering of documents by the feedback of indexes or
outputs. whereas the former method can not represent clusterings
in its Dblock diagram. Thus. the framework of fuzzy relation
covers wider area of studies in bibliographic information.

retrieval in a unified representation by diagrams.

When the two methods of the extended indexes and the block
diagram representation. we find advantages of each method over
the other:

(a) The block diagram shows in a compact way how queries are
processed into a response. Thus, the filter and level fuzzy sets
are shown on the diagrams. and behavior of the functions can be
studied by calculations on the diagram. tloreover. composite
queries are studied and linearity of ORvoperation is shown.

(b) The extended indexes do not seem to represent information
flows and behavior of the system in a macroscopic way. Instead,
detailed calculation on fuzzy indexes needs consideration such as
those in section 3. Thus. the representation of extended indexes
is appropriate for consideration of properties of fuzzy indexes

in a microscopic scale and for developing algorithms such as FR.

In a previous paper [4] we showed a method of generating



fuzzy thesauri. The concept of fuzzy thesauri is generalized to
fuzzy associations through the method of automatic generation
[43.081,[91. Here methods of fuzzy extended indexes and a block

diagram representation are shown. Throughout these studies. we
observe that foregoing and current studies on advanced indexing.
and on bibliographic information analysis can be discussed within
the framework of fuzzy sets. as if the foregoing and current

studies 1like the automatic generation of thesauri [17] and the
clustering of documents [3] unconsciously assumed fuzzy sets.

Thus, the method of fuzzy sets is one of the best frameworks fdr
a theory of information retrieval and will be useful in future

studies in this area.
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Fig. 1 A block diagram reprentation of
information retrieval process.

Fig. 2 A block diagram of information retrieval
through fuzzy association.

Fig. 3 A feedback on fuzzy association
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Fig. 4 Feedback from output of

retrieval system
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Fig. 5 Feedback from output
through fuzzy association
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Fig. 6 A filter on block diagram of information
retrieval system.
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Fig. 7 Level fuzzy sets on block diagrams of
information retrieval system.



Table 1 AND/OR operations and +/- operations of the system.

Xq OR xé

Xy AND xj —> (U Xi)'( U x})

@ ] . = ] 7 . .
— U Xy ot U X U ( Xi + XA)
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